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Abstract— Cache hierarchies are fundamental to modern computing, bridging the performance gap between processors and main 

memory. As data sharing and collaboration become increasingly prevalent, leveraging cache hierarchies across multiple parties presents 

an opportunity to enhance performance and efficiency. However, sharing sensitive data across organizational boundaries raises 

significant privacy concerns. This article explores the novel application of Secure Multi-Party Computation (SMPC) to enable privacy-

preserving cache hierarchies. We present a framework that allows multiple parties to collaboratively manage and utilize a shared cache 

hierarchy without revealing their individual data or access patterns to each other. We delve into the design and implementation of SMPC 

protocols for essential cache operations, including cache lookups, insertions, and evictions, based on techniques such as garbled circuits, 

homomorphic encryption, and secret sharing. We analyze the security properties of our framework, demonstrating its resilience against 

various threats while preserving data confidentiality. Furthermore, we discuss the performance implications of using SMPC in this 

context, exploring optimization techniques and trade-offs between privacy and efficiency. We envision this work as a stepping stone 

towards a future where organizations can seamlessly collaborate and share data, leveraging the power of cache hierarchies without 

compromising privacy. It's about building a future where we can share knowledge without revealing secrets, maximizing the benefits of 

collective intelligence. 

 

I. INTRODUCTION 

Cache hierarchies are a critical component of modern computing systems, designed to reduce memory access latency and 

improve overall system performance [1]. They exploit the principles of temporal and spatial locality by storing frequently 

accessed data closer to the processor. As data sharing and collaboration become increasingly important in various domains, 

such as scientific research, healthcare, and financial services, the concept of shared cache hierarchies across multiple parties 

has emerged as a promising approach to further enhance performance and efficiency [2]. 

Imagine a scenario where multiple research institutions want to collaborate on a large-scale scientific project, each possessing 

a portion of the required data. A traditional approach would involve transferring vast amounts of data between institutions, 

incurring significant latency and bandwidth costs. A shared cache hierarchy, on the other hand, could enable these institutions 

to store and access frequently used data in a distributed cache, reducing the need for repeated data transfers and improving 

overall performance. This concept can be a game-changer, but one large hurdle remains. 

However, sharing data across organizational boundaries raises significant privacy concerns, particularly when dealing with 

sensitive information. Organizations are often reluctant to share their data with others due to concerns about data breaches, 

intellectual property theft, and regulatory compliance [3]. Therefore, enabling privacy-preserving collaborative caching is 

crucial. 

Secure Multi-Party Computation (SMPC) offers a compelling solution to this challenge. SMPC is a cryptographic paradigm 

that allows multiple parties to jointly compute a function on their private inputs without revealing those inputs to each other 

[4]. By applying SMPC to cache operations, we can enable multiple parties to collaboratively manage and utilize a shared cache 

hierarchy while preserving the privacy of their individual data and access patterns. 
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This article explores the novel application of SMPC to create privacy-preserving cache hierarchies. We present a framework 

that allows multiple parties to perform essential cache operations, such as lookups, insertions, and evictions, without revealing 

their private data or access patterns. Our framework leverages a combination of SMPC techniques, including garbled circuits 

[5], homomorphic encryption [6], and secret sharing [7], to achieve a balance between privacy and performance. 

II. BACKGROUND AND RELATED WORK 

2.1 Cache Hierarchies 
Cache hierarchies are organized in levels, with each level closer to the processor being smaller, faster, and more expensive than 

the level below it [1]. Common cache levels include L1, L2, and L3 caches, with L1 being the closest to the processor and L3 

being the furthest. Cache coherence protocols, such as MESI (Modified, Exclusive, Shared, Invalid), ensure data consistency 

across multiple caches [8]. 

2.2 Secure Multi-Party Computation (SMPC) 
SMPC enables multiple parties to jointly compute a function on their private inputs without revealing those inputs to each other 

[4]. Key SMPC techniques include: 

 Garbled Circuits (GC): Introduced by Yao [5], GC allows two parties to compute a Boolean circuit on their private 

inputs without revealing the inputs. One party (the garbler) creates an encrypted version of the circuit (the garbled 

circuit), and the other party (the evaluator) evaluates the circuit using their private input, obtaining the result without 

learning the garbler's input or the intermediate values. 

 Homomorphic Encryption (HE): HE allows computations to be performed on encrypted data, producing an 

encrypted result that, when decrypted, matches the result of the same computations performed on the plaintext data 

[6]. Fully Homomorphic Encryption (FHE) schemes, which support arbitrary computations on encrypted data, are still 

computationally expensive for many practical applications.    

 Secret Sharing (SS): In secret sharing, a secret value is split into multiple shares, which are distributed among the 

parties [7]. No single party holds enough information to reconstruct the secret, but a sufficient number of parties can 

combine their shares to recover the secret. 

2.3 Privacy-Preserving Data Sharing 
Various approaches have been proposed for privacy-preserving data sharing, including: 

 Differential Privacy: Adds noise to data or query results to ensure that the inclusion or exclusion of a single 

individual's data does not significantly affect the output [9]. 

 Trusted Execution Environments (TEEs): Provide a secure area within a processor where code and data can be 

protected from unauthorized access [10]. 

 Federated Learning: Enables multiple parties to collaboratively train a machine learning model without sharing their 

raw data [31]. 

However, these approaches may not be directly applicable to the specific requirements of cache hierarchies, which involve 

fine-grained data access and dynamic updates. 

 

 

III. PROPOSED FRAMEWORK: PRIVACY-PRESERVING CACHE HIERARCHY 

Our framework enables multiple parties (e.g., research institutions, hospitals, financial institutions) to collaboratively manage 

and utilize a shared cache hierarchy without revealing their private data or access patterns to each other. Each party possesses 

a portion of the overall data and contributes to the shared cache. 

3.1 System Architecture 
The system architecture, illustrated in Figure 1, consists of the following components: 

 Multiple Parties (P1, P2, ..., Pn): Each party holds a portion of the data and participates in the collaborative caching. 

 Shared Cache Hierarchy: A multi-level cache hierarchy (e.g., L1, L2, L3) that is shared among all parties. 

 SMPC Engine: A distributed engine that executes SMPC protocols for secure cache operations. 

 Metadata Manager: A trusted entity (or a distributed protocol) that maintains metadata about the cached data, such 

as cache tags, validity status, and access control information. This could also be implemented using a decentralized 

solution such as blockchain. 

3.2 Secure Cache Operations 
We leverage SMPC to implement the following essential cache operations: 

3.2.1 Secure Cache Lookup: 
1. Request: A party (e.g., P1) initiates a cache lookup request for a specific data item (e.g., identified by a tag or address). 

2. Oblivious Transfer: P1 engages in an Oblivious Transfer (OT) protocol [11] with each of the other parties (P2, ..., 

Pn) to determine if any party holds the requested data in their local cache without revealing the requested tag to them. 
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3. SMPC-based Tag Comparison: If a party holds the data, the SMPC engine performs a secure comparison between 

the requested tag and the cached data's tag using garbled circuits or other suitable SMPC techniques. 

4. Cache Hit/Miss: The SMPC engine determines whether the requested data is present in the shared cache (cache hit) 

or not (cache miss). 

5. Data Retrieval (Cache Hit): If it's a cache hit, the party holding the data encrypts it using a homomorphic encryption 

scheme or a secret-sharing scheme, and the SMPC engine securely transfers the encrypted data to the requesting party. 

6. External Data Fetch (Cache Miss): If it's a cache miss, the requesting party fetches the data from the external data 

source (e.g., main memory or another data repository). 

3.2.2 Secure Cache Insertion: 
1. New Data: A party (e.g., P1) has new data to be inserted into the shared cache. 

2. SMPC-based Cache Policy: The SMPC engine executes a secure cache replacement policy (e.g., Least Recently 

Used (LRU) [12]) among all parties to determine which cache line to evict, if necessary, without revealing individual 

access patterns. This may involve secure comparisons and computations on metadata. 

3. Data Encryption: P1 encrypts the new data using a homomorphic encryption scheme or a secret-sharing scheme. 

4. Cache Update: The SMPC engine updates the cache content and the associated metadata (e.g., tags, timestamps) in 

a secure and privacy-preserving manner.

 
Figure 1: System Architecture for Privacy-Preserving Cache Hierarchy 

 

3.2.3 Secure Cache Eviction: 
1. Eviction Trigger: The cache replacement policy determines that a cache line needs to be evicted (e.g., due to a cache 

miss and a full cache). 

2. SMPC-based Eviction Decision: The SMPC engine executes the eviction policy securely among all parties, without 

revealing which party's data is being evicted. 

3. Data Write-Back (if necessary): If the evicted data is dirty (modified), it needs to be written back to the external data 

source. This can be done securely using homomorphic encryption or secret sharing, combined with SMPC for secure 

aggregation if needed. 

4. Metadata Update: The SMPC engine updates the cache metadata accordingly. 

3.3 Security Considerations 

 Data Confidentiality: Data is encrypted at rest and in transit within the cache hierarchy using homomorphic 

encryption or secret sharing. SMPC protocols ensure that computations on data are performed without revealing the 

plaintext to any party. 

 Access Pattern Privacy: SMPC protocols are designed to prevent parties from learning each other's access patterns 

(e.g., which data items are being requested or evicted). 

 Collusion Resistance: The framework should be designed to resist collusion attacks, where multiple parties might 

attempt to combine their information to infer sensitive data. The choice of SMPC protocols and the number of shares 

in secret sharing schemes should be carefully considered to mitigate this risk. 

 Metadata Protection: Metadata associated with the cache (e.g., tags, timestamps) should also be protected, either 

through encryption or by using SMPC for metadata management. 

II. IMPLEMENTATION DETAILS 

4.1 Choice of SMPC Techniques 

 Garbled Circuits (GC): Suitable for secure comparisons and logical operations, such as those involved in tag 

matching and cache policy execution. We can use efficient GC implementations like those based on the "free XOR" 

technique and garbled row reduction [13, 14]. 
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 Homomorphic Encryption (HE): Particularly useful for secure data transfer and write-back operations, allowing 

computations on encrypted data. Schemes like Paillier [15] or BFV [16] can be considered. For practical purposes, 

Somewhat Homomorphic Encryption (SHE) schemes, which support a limited number of operations on encrypted 

data, might offer a better performance trade-off than FHE schemes. 

 Secret Sharing: Can be used for distributing data and metadata among parties, as well as for secure aggregation 

operations. Additive or Shamir's secret sharing schemes can be employed [7]. 

4.2 Protocol Design 

We propose the following high-level protocols for the essential cache operations: 
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Protocol 1: Secure Cache Lookup 

Input: Parties P1, ..., Pn, each with their local cache; Requesting party P_req with 

data tag t. 

Output: Encrypted data D if present in the cache; otherwise, an indication of a 

cache miss. 

 

1. P_req initiates an Oblivious Transfer (OT) protocol with each party P_i to 

determine if t is present in P_i's local cache without revealing t to P_i. 

2. For each P_i where OT indicates a potential hit: 

   a. P_req and P_i engage in an SMPC protocol using Garbled Circuits to compare t 

with the tag of the potentially matching cache line. 

   b. If the tags match (cache hit): 

      i. P_i encrypts the data D using a homomorphic encryption scheme or a secret 

sharing scheme. 

      ii. The encrypted data is securely transferred to P_req. 

      iii. The protocol terminates. 

3. If no cache hit is found after checking all parties, the protocol indicates a 

cache miss. 

Protocol 2: Secure Cache Insertion 

Input: Parties P1, ..., Pn, each with their local cache; Inserting party P_ins with 

new data D and tag t. 

Output: Updated shared cache with D inserted, potentially evicting an existing 

entry. 

 

1. P_ins encrypts D using a homomorphic encryption or secret sharing scheme. 

2. The parties engage in an SMPC protocol to execute the cache replacement policy 

(e.g., LRU) based on their local cache metadata, without revealing their individual 

access patterns. 

3. If a cache line needs to be evicted: 

   a. The SMPC engine determines the party P_evict that holds the data to be 

evicted. 

   b. If the evicted data is dirty, P_evict and potentially other parties engage in 

an SMPC protocol to securely write back the data to the external data source. This 

might involve securely aggregating secret shares or decrypting/re-encrypting data 

under a homomorphic encryption scheme. 

4. The SMPC engine updates the shared cache with the new data D and its tag t, and 

updates the metadata accordingly. 

 

4.3 Optimization Techniques 

 Batching: Multiple cache operations can be batched together to reduce the number of rounds of communication and 

improve overall efficiency. 

 Pipelining: Different stages of the SMPC protocols can be pipelined to overlap computation and communication, 

reducing latency. 

 Circuit Optimization: Garbled circuits used for comparisons and other operations can be optimized to reduce their 

size and complexity [13]. 

 Precomputation: Some parts of the SMPC protocols can be precomputed offline to reduce the online computation 

time. 

  
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V. PERFORMANCE EVALUATION 

The performance of our framework depends on several factors, including: 

 Number of Parties: SMPC protocols generally become more complex and communication-intensive as the number 

of parties increases. 

 Cache Size: Larger caches may require more complex SMPC computations for cache policy execution. 

 Network Latency: Communication between parties is a major factor in the overall performance of SMPC-based 

solutions. 

 Choice of SMPC Techniques: Different SMPC techniques have different performance characteristics. For instance, 

garbled circuits are generally more efficient for comparisons, while homomorphic encryption is better suited for 

arithmetic operations. 

 
Table 1: Comparison of SMPC Techniques for Cache Operations 

 

VI. SECURITY ANALYSIS 

Our framework provides strong privacy guarantees: 

 Data Confidentiality: Data is encrypted at rest and in transit within the cache hierarchy using homomorphic 

encryption or secret sharing. 

 Access Pattern Privacy: SMPC protocols ensure that no party learns the access patterns of other parties during cache 

lookups, insertions, or evictions. 

 Input Privacy: The OT protocol in the secure cache lookup prevents parties from learning the requested tag. 

 Output Privacy: The cache hit/miss result is only revealed to the requesting party. 

 Collusion Resistance: The security of the framework against colluding parties depends on the specific SMPC 

protocols used. For instance, Shamir's Secret Sharing is secure as long as the number of colluding parties is below the 

threshold. Garbled circuits are generally secure against semi-honest adversaries but may require additional techniques 

to protect against malicious adversaries. 
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VII. CONCLUSION 

This article introduced a novel framework for building privacy-preserving cache hierarchies using Secure Multi-Party 

Computation (SMPC). Our framework enables multiple parties to collaboratively manage and utilize a shared cache without 

revealing their private data or access patterns, unlocking the potential for secure and efficient data sharing across organizational 

boundaries. We presented detailed protocols for essential cache operations, including lookups, insertions, and evictions, 

leveraging a combination of SMPC techniques like garbled circuits, homomorphic encryption, and secret sharing. 

While challenges remain in terms of performance and scalability, ongoing research in SMPC and related fields promises to 

overcome these limitations. We believe that privacy-preserving cache hierarchies will play an increasingly important role in 

enabling secure collaboration in various domains, including scientific research, healthcare, and finance. It's about creating a 

future where organizations can confidently share data and collaborate, knowing that their sensitive information is protected.  
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